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Please write the steps clearly so that points can be awarded even when the numerical answers are incorrect. If you use R (or matlab) include the commansds/codes used in addition to the steps. 

Refrain from consulting with each other. Knowing that you are all mature graduate students I will trust your conscience and honor system. 
1. Contaminant concentration at two sites for a 20-day period are given in the file http://civil.colorado.edu/~balajir/r-session-files/finals/prob1-data.txt. (First column is the day, second is the contaminant concentration at location 1 and the third column for location 2). 

(i) Is the average contaminant concentration the same at the two locations? Use an appropriate parametric and nonparametric test and compare the results.

(ii) Which one of the tests would you recommend and justify. 


   [7, 3]

2. Australian mean annual rainfall (in millimeters) is provided at http://www.bom.gov.au/climate/change/rain03.txt. 

(a) Is there a difference in mean and variance of the annual rainfall between pre and post-1970 period?

(b) Construct the 95% confidence interval of the true mean of the post-1970 period.   
(c)  If you like to reduce this interval by 10%, keeping the 95% confidence level, how many additional observations are needed?
(d) What is the trend in the mean annual rainfall? Is it significant at the 95% confidence level? 

        [6, 4, 2, 3]

3. When fluid flows through a pipeline it loses energy due to friction, this loss is characterized by the equation

                                                   H = C V2
Where C is a constant that includes the pipe geometry, V is the velocity of the flow and H is the head loss. If V has an exponential distribution with a man velocity vo derive the density function for the head loss.

Also plot the PDF of head loss that you derived
                      [6, 4]

4. (i) What is the advantage of Mutual Information over correlation?

    (ii) What are some short comings on linear regression?  

    (iii) Can you think of some ways to overcome these shortcomings? 
            [1, 2, 2]
5. Seasonal anomaly values of Darwin Sea Level Pressure (an indicator of El Nino) can be obtained from http://civil.colorado.edu/~balajir/r-session-files/finals/dar-ses-anoms.txt
The file contains 4 columns, column 1 is the value of the SLP at time ‘t’ – i.e. the

 dependent variable (Y) and the subsequent columns are values of SLP from  previous

time steps – i.e. independent variables (X1, X2 and X3, respectively). You have to fit a best linear relationship (linear regression) between Y and the independent variables. Before doing this, you want to: 
(a) Find the best subset of the dependent variables using GCV measure. 

[Hint: Fit the model for all the combinations (there will be 7 of them in this case) - compute the GCV score for each and select the one with the lowest. If you see two models with very close values of GCV then parsimony and the model with all the variables significant, takes precedence]
The GCV equation is same as I gave in the class – here it is again.

                                                 GCV = [sum (i=1,2,..N) e_i^2 ]/ (N * (1 – (P/N))^2)

P = # of model parameters, N = # of data points, e_i = model residual = y_i – yhat_i

(b) For the best model obtained in (a) above, perform all the model diagnostics including the goodness of fit of the regression model, significance of model parameters and prediction and confidence interval for the last 12 data points. Comment on the results.                                                                                       [7, 7, 6 (points for code/commands)]

6. For the Australian rainfall data in problem 2 

1. Fit a linear regression trend line – plot the scatterplot and show the linear regression line going through the scatterplot.

2. You notice that there are some outliers that clearly influence the fit. To remedy this you decide to perform a ‘weighted least squares’.  Described in page 280-285 of Helsel and Hirsch book (Chapter 10). Perform the iterative weighted least squares’. The steps are as follows:

(i) Obtain residuals from the linear regression line fitted in 1. above. 
(ii) Obtain weights for each data point using the bisquare weight function described on the top of page 284 of the Helsel and Hirsch book. You will obtain a weight for each data point, say w1, w2, w3, … wN and say, this is defined as vector ‘w’. Create a diagonal matrix from this. You can achieve this by the command

>Wt = diag(w, nrow=N, ncol=N)

(iii) Now obtain the linear regression fit using these weights. The equation for beta now includes Wt.

                                       Beta =  (X^T Wt X)^-1   X^T Wt Y

(The command lsfit can take in a vector of weights. You can use this as a check)
(iv) Plot the new regression line on the scatterplot

(v)  Repeat steps (i) through (iv) about 2-3 times and the regression line will start to stabilize. Don’t go more than 3 times.



[10]

